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# **قسمت 1**. **پیش پردازش داده ها**

* توضیح مختصر درباره نحوه کارکرد و علت استفاده از روشهایی که برای قسمت پیش پردازش

## 1.1. تمیزکردن داده ها

* + کم کردن نویز داده های صوتی

## 2.1. استخراج ویژگی داده ها

* + استخراج ویژگی های زمانی و فرکانسی صوت ها و دلیل انتخاب این ویژگی ها

# **قسمت ۲**. **طبقه‌بندی داده ها**

پیشبینی جنسیت گوینده از روی داده های صوتی

## 1.2. مدل های پیشنهادی

* + توضیح مختصر درباره علت انتخاب مدل‌های طبقه‌بندی

(یکسان بودن نسبت جنسیت در داده های آموزشی و تست)

## 2.2. روش های بهبود نتیجه

* + توضیح مختصر درباره علت و نتیجه استفاده از روش‌های تدریس شده در درس مانند روش‌های کاهش بعد و normalizationدر جهت بهبود کارایی مدل های طبقه بند
  + برای بهبود نتایج خود میتوانید از انواع تکنیک های Dimensionality ،Normalization
  + Reductionو ٍ Ensemble Learningنیز استفاده کنید

## 3.2. نتیجه‌گیری و مقایسه

* + ذکر و تحلیل معیار هایی نظیر F1 score ،recall ،precisionو غیره، برای هر کدام از مدل‌های طبقه‌بند
  + ماتریس آشفتگی، ، ROC Curveتحلیل میزان خطای هر کلاس
  + تاثیر استفاده از بهبود های گفته شده

# **قسمت ۳** **– خوشه بندی داده ها**

## 1.3. مدل های پیشنهادی

* + توضیح مختصر درباره علت انتخاب مدل‌های خوشه‌بندی

## 2.3. روش های بهبود نتیجه

* + توضیح مختصر درباره علت و نتیجه استفاده از روش‌های تدریس شده در درس مانند روش‌های کاهش بعد و normalizationدر جهت بهبود کارایی مدل های خوشه بند
  + استفاده از روش هایی مثل ،silhouette score نمودار پراکندگی خوشه ها را به ازای تعداد خوشه های مختلف رسم کرده و یافتن تعداد خوشه مناسب

## 3.3. نتیجه گیری و مقایسه

* + ذکر میزان پراکندگی درون خوشه ای و میان خوشه ای و همچنین تحلیل اینکه هر خوشه نماینده چه دسته ای از داده هاست (ویژگی های مشترک داده های درون هر خوشه)، برای مدل های خوشه‌بند و به ازای هر تعداد خوشه
  + به ازای 2مقدار دلخواه دیگر برای تعداد خوشه
  + برای هر یک از تعداد خوشه های انتخاب شده، شباهت داده های درون یک خوشه و تفاوت بین خوشه ها و دلایلی که فکر می کنید برخی داده ها در یک خوشه قرار گرفته‌اند باید بررسی دقیق شوند

# مدل **(ASR) Automatic Speech Recognition**

* + میزان خطای مدل ASR و بررسی همبستگی این خطا به ویژگی ها
  + تحلیل همبستگی احتمالی میزان خطا با ویژگی های هر صوت (جنسیت، لهجه و لحن)
  + میزان خطای مدل را بر اساس آماره WER7را ذکر کرده
  + همبستگی میزان خطا را با ویژگی هایی نظیر سرعت صحبت کردن و نویز محیطی را نیز به صورت کیفی بررسی کرده